1. Introduction: Why an Economics of Privacy?

In a study published in the April 2010 issue of Continuum: Journal of Media and Cultural Studies, Dr. Brett Mills, a senior lecturer in the School of Film and Television Studies at the University of East Anglia, U.K., raises the issue of the negation of the right to privacy to animals that appear in wildlife documentaries (Mills, 2010). Those animals never gave consent to their being filmed! Dr. Mills suggests that, just as it happens for human activities, a distinction between what is public and what is private should be made in the animal world. Mating, giving birth, and dying are considered extremely private activities in the human realm, but nobody is surprised to see those same activities broadcasted in a documentary involving other animals.

It may seem odd to claim that animals might have a right to privacy, considering that such right is sometimes denied to humans. As it is commonly understood, privacy is an eminently human concept, even an inviolable aspect of human dignity (Bloustein, 1964). Yet the very nature of privacy—ambiguous and idiosyncratic—creates considerable challenges for scholars who attempt to define it and circumscribe this right to certain groups or categories of data subjects. But if that is the case, how can a concept so ambiguous and idiosyncratic be analyzed through a tool so dry and analytical as the lenses of economic theory? The reason,
as we argue in this chapter, is that those ambiguities and idiosyncrasies most often reflect trade-offs between the opposing needs of different parties. As Noam (1997) put it (referring in particular, to informational privacy), “[p]rivacy is an interaction, in which the information rights of different parties collide. The issue is of control over information flow by parties that have different preferences over information permeability.” And where trade-offs are, there lie opportunities for economic analysis.

In this chapter, we highlight the economic roots and nuances of the current privacy debate. We discuss how economics can help cast a light on the apparent contradictions that characterize the nature of privacy and the debates surrounding it. We start by offering an overview of privacy definitions (section 2), noting how much contemporary scholarly research and public attention focuses on issues of informational privacy. We then introduce an economics approach to understanding privacy trade-offs, discussing costs and benefits associated with the protection and revelation of personal data (section 3). Then, we examine the economic theories of privacy—from the pioneer contributions by Chicago School economists, to contemporary microeconomic and macro-economic models (section 4). Next, we discuss the empirics of privacy—the current body of research that attempts to measure the actual consequences of privacy protection, or lack thereof (section 5). Finally, we present the current body of research on privacy valuations and decision making (section 6).

Before commencing our analysis, however, we note that studying the economic dimensions of privacy does not imply that privacy concerns can be solely reduced to their tangible, monetary dimensions. Issues of privacy—and even privacy trade-offs—often involve intangible, immeasurable considerations. Those considerations are no less important than the measurable dimensions of privacy trade-offs, since they relate to the crucial linkages between privacy, on one hand, and human autonomy, dignity, and freedom on the other hand.

### 2. The Meanings of Privacy

The meaning of privacy has evolved over time and across cultures. As Zimmerman (1989) puts it, privacy “has almost as many meanings as Hydra had heads.” Two young Boston lawyers, Samuel Warren and Louis Brandeis, defined privacy as “the right to be let alone” in a seminal 1890 *Harvard Law Review* article (Warren and Brandeis, 1890). They referred, quite literally, to the need for a physical space free of external intrusions. Warren and Brandeis’ definition influenced the development of much Western scholarship on privacy—but was also one that, adapting to the modifications of the boundaries between private and public naturally occurring over time, has been both extended and narrowed several times since then.

For instance, where Warren and Brandeis (1890) found an organic, unified concept of (and legal ground for) privacy rights, Prosser (1960) saw instead
a heterogeneous mix of disparate interests: a right to be free from invasions into one’s solitude; a right to prevent widespread publicity of embarrassing facts about oneself; a right to be free of publicity which casts one in a false light in the public eye; and a right to control the use of one’s name or image for commercial purposes. Posner (1978) went even further, suggesting that the very term “privacy” may be a misnomer, a catch-all word with which we try to capture too many differing needs and wants, ultimately depriving the term itself of actual meaning.

On the opposite side of the spectrum, Bloustein (1964) saw privacy as an aspect of “inviolate personality,” what he defined “the individual’s independence, dignity and integrity; it defines man’s essence as a unique and self-determining being […] He would be less of a man, less of a master over his own destiny” were he denied the right to protect his privacy. An invasion of private life “would destroy individual dignity and integrity and emasculate individual freedom and independence.” Accordingly, privacy protection has been deemed by legal, information, and psychology scholars as an essential necessity for both individual psychological well-being and for social harmony (Agre and Rotenberg, 1997; Bellotti, 1997; Scoglio, 1998).

So many are the facets of privacy that different scientific disciplines—and scholars within a discipline—have often used the same term to refer to rather distinct (albeit related) concepts: from autonomy to confidentiality; from liberty to secrecy; from solitude to anonymity. Not even the modern, cross-disciplinarian convergence of research focused on privacy as control and protection of personal data has resolved the issue. In 1967, Alan Westin described privacy as “the claim of individuals, groups or institutions to determine for themselves when, how, and to what extent information about them is communicated to others” (Westin, 1967; emphasis added). With Western economies’ transition to service-oriented information societies, issues associated with the usage of personal data (instead of one’s physical space) became prominent. Yet more than forty years later, the concept was still in such a state of “disarray” (Solove, 2006) that need arose to develop a “taxonomy” of privacy to guide legislators, scholars, and policy makers through the many meanings of privacy. Solove’s (2006) taxonomy attempted to achieve that goal by distinguishing different types of “harmful activities” that can create privacy problems: information collection, information processing, information dissemination, and personal invasions.

Most of the economics research on privacy is about informational privacy—that is, personal information and the problems and opportunities created by its collection, its processing, its dissemination, and its invasion. As Posner (1978) noted, while it may be debatable whether the concepts of privacy as “freedom” and privacy as “quiet” have significant economic implications; the concept of privacy as concealment of information certainly does. Information about a person is manifestly a signal about that person—a signal that the individual may rationally want to alternatively share or suppress in transactions with other parties.

In short, studying privacy implies facing semantic ambiguities and contradictions. To some people privacy has a positive value in and of itself, but to others it is an ethically neutral concept, which may therefore have both positive and negative
consequences. The meaning that a person attributes to privacy may evolve over the course of her life, or may vary across different situations at a certain point in time. Expectations regarding what should be kept private change depending on factors like age, culture, or personal experiences. The same individual may accept the fact that a telephone company keeps records of his phone calls without particular concerns, but may not so blithely accept that his Internet service provider can monitor the websites he visits. Given the multifaceted nature of privacy, characterized by so many conflicts and opposing interests, economics can offer an interesting angle and useful tool for its analysis. Indeed, one of the most general objects of economic theory is to understand how an agent’s utility can be maximized, and as long as a need for privacy enters the agent’s utility function—either affecting it positively or negatively—economics is a good candidate for the investigation. Another fundamental purpose of economics is to examine the trade-offs that may arise in a certain transaction and to solve for the possible equilibria that may result from balancing the opposing interests of the parties involved. Thus economics provides a useful framework to address privacy issues.

3. The Economics of Privacy: Individual and Organizational Trade-Offs

The economics of privacy may be a relatively recent research field (its first scholarly writing dating back to the late 1970s and early 1980s; see section 4), but economic trade-offs arising from privacy issues are by no means a novel phenomenon. With the reduction in the cost of data collection, manipulation, and use, the trade-offs of opposing economic interests have become more evident. On the Internet, the information a user reveals may be used to make the web surfing experience more pleasant and efficient, but it may also be used to maximize profit through price-discrimination (tracking a consumer’s online behavior allows the inference of her preferences and the prediction of her propensity to purchase a certain product; see Acquisti and Varian, 2005). Notorious for its negative rebound on the company’s reputation was Amazon’s attempt, in 2001, to use customers’ personal information to differentiate its offers, applying differential prices to different customers for the same product. This attempt, soon uncovered by users, was harmful for Amazon’s image, and pushed the company to return the resulting gains back to customers (Streifeld, 2001).

This example illustrates a general point: The economics of privacy can highlight the costs and benefits associated with the changing boundaries between public and private spheres, and in particular, with the protection and revelation of personal information. Such costs and benefits can be tangible or intangible: from the immediate gratification one derives from posting a holiday photo on a social
networking site, to the monetary damage one can incur if their personal information is breached and their identity is compromised by criminals. The costs and benefits are experienced not just by the so-called data subject (the individual the data refers to), but also by the actual or potential data holder. For instance, a supermarket chain needs to decide how much to invest into developing customer relationship marketing strategies such as loyalty cards. In doing so, the chain must consider the benefits—from improved marketing to price discrimination—they may obtain from such programs, but also the costs they may suffer if the data gained through the cards is breached, or if customers perceive the program as intrusive and react negatively to it. Furthermore, decisions regarding the usage of personal data simultaneously comprise benefits and costs. Consider, for instance, the consumer who refuses to use the grocery loyalty card the supermarket has created. She will reduce the likelihood of being tracked across purchases. This carries direct (if intangible) benefits (for instance, the psychological satisfaction of not being tracked) as well as indirect ones (for instance, the decreased probability—and therefore reduced expected costs—that her data will be exploited for annoying marketing strategies). But those benefits come at the opportunity cost of giving up the discount at the checkout. Or consider another example: If personal information is neither demanded nor revealed during an online transaction, the consumer keeps her privacy protected and may prevent the seller from, say, price-discriminating her; but she won’t be able to enjoy personalized services or discounts and may incur costs in order to protect her personal data. As regards the seller, she may build a reputation for not intruding customers’ privacy, but she will have less data available to use for targeting and marketing purposes. On the other hand, if the consumer decides to reveal her personal information, she will have customized services or discounts, but may be subject to price discrimination and will be exposed to the future risks associated with the revelation of personal data, including unsolicited marketing, credit card fraud or identity theft. The seller, on her part, will be able to provide a better service to the customer and price-discriminate her, but will have to face consumers’ privacy concerns, which may deteriorate the business relationship with them.

The economics of privacy attempts to understand those costs and benefits, whether there are particular “allocations” of personal information that maximize individual and aggregate welfare, and how economic agents make decisions about those trade-offs.

4. Economic Theories of Privacy

In the years following the end of World War II, information assets became one of the most important research focuses of economics. Harking back to Friedrich Hayek, some scholars began to interpret the whole theoretical framework of
microeconomics as economics of information, starting from the fundamentally informative value of price in a market economy. However, studies specifically addressing personal information (and related privacy issues) only appeared in the economics literature at the end of the 1970s. Economists and jurists of the Chicago School (such as Posner and Stigler) animated the debate with their utilitarian theories and laissez-faire positions; they saw their arguments opposed by other philosophers, law scholars, or economists (such as Hirshleifer), who found in privacy more than a marketable commodity.

Law and economics scholar Posner (1978) conceived privacy primarily as information concealment—an individual right that is in contrast with the opposing right, equally relevant, of others to know. According to Posner, one of the consequences of privacy (intended as control over information about oneself) is the possibility that the individual will untruthfully represent him or herself to society. Such opportunity clearly counters the interest of those who establish a relationship with that individual to receive accurate and reliable information about him or her. Privacy may therefore have counterproductive effects for society and cause inefficiencies. (In Posner’s opinion, companies, not individuals, should be the main objects of legal protection, so that they can keep information of crucial importance to their competitiveness private.) Posner pushed this argument further, concluding that the tendency to increasingly protect consumer privacy, and impose transparency obligations on corporations, is an “example of perverse government regulation of social and economic life.”

Stigler (1980) similarly claimed that government interference in privacy matters, directed to protect one of the parties involved in a voluntary transaction, was redundant and sometimes amiss. As long as the standard conditions of competition apply, the amount of personal information that is revealed in a transaction results from the trade-off between privacy protection and the need for information of each party. Indeed, people may have an interest in disclosing personal data when such data depict a positive image of themselves. For instance, when applying for a loan, an individual with a reputation of being a good debtor will want his credit history to be known. On the contrary, an individual with a bad credit report will likely prefer to keep this information concealed. Therefore, keeping this type of information private will be a signal of bad reputation for the debtor, inducing the other party to apply higher prices for the services provided—in this example, the price of credit.

Stigler concluded that the existence of laws that prevent the creditor from communicating information about the debtor to others favors the debtor himself. Thus, according to Stigler, privacy protection may lower the quality, and the level of detail, of the information that can be obtained regarding economic agents—for example regarding the productivity of a worker. Consequently, the economic result is inefficient and redistributive: resources will be inefficiently used, because information about their quality is lacking, and resources of different qualities will not be possibly rewarded accordingly—which will induce those who hold such resources to invest less in quality improvements. Moreover, the result will be redistributive
because if the differences across individuals cannot be easily measured, the treatment (e.g., salary) applied to individuals of different qualities will necessarily be more homogeneous. Income redistribution from higher to lower quality workers will follow.

Posner (1981) provides a similar analysis. Keeping people away from relevant information about an individual causes inefficiencies, because it transfers the cost of possible negative characteristics of the individual to another subject (such as an employer in the labor market, or a partner in the “marriage market”). It also contributes to retarding, rather than promoting, efficient equilibria. These delays may end up negatively affecting the most productive workers’ market. At the same time though, revisiting Prosser (1960), Posner recognizes the valid economic rationale of certain forms of privacy protection that are based on tort law—such as protection from appropriation of others’ name or image, from the diffusion of slanderous or tendentious information, or from intrusive methods of personal information acquisition, like spying and surveillance.

Contra the Chicago School’s averse view of privacy as an inefficient and redistributive economic roadblock, and taking the perspective of the social planner that wants to maximize social welfare, Hirshleifer (1971) observed that investment in (private) information gathering may be inefficient. Hirshleifer showed that the use of private information may simply have redistributive effects, resulting in over-investment in information gathering. Even in the case where consumer information may be acquired at zero cost, the seller’s private incentive to maximize profit via consumer profiling may be in contrast with the public interest. If too much (but also if too little) information is available to the seller, some consumers may get priced out of the market, and not have access to items that social efficiency would require them to be able to consume (for this, see also Varian, 1985; Hart and Tirole, 1988; Thisse and Vives, 1988; Fudenberg and Villas-Boas, 2006). Hirshleifer (1980) more directly criticized Posner and Stigler’s opinions, emphasizing how the study of market interactions under the assumption that economic agents are perfectly rational utility maximizers can be a useful simplification for modeling, but it cannot adequately describe all human exchanges, such as those related to privacy. (More recently, scholars have built on these premises to start the branch of research of behavioral economics of privacy, as we discuss in section 5).

After some years of relative disinterest, privacy became again a topic of economic investigation in the late 1990s. Progress in digital information technologies on multiple fronts (the proliferation of electronic databases and personal computers, improvements in cryptographic technologies, the advent of the Internet, the diffusion of electronic mail, and growth in secondary uses of personal information) attracted the attention of economists interested in information technology (for an extensive analysis of Internet security, see chapter 21 by Anderson and Moore in this volume). Among them, Varian (1996) observes that the development of low-cost technologies for data manipulation generated new concerns for personal information processing. Nonetheless, Varian argues that simply prohibiting the diffusion of personal data would not benefit the individual. In fact, the consumer
may be willing to reveal certain pieces of information, such as her commercial preferences (so as to receive news about the products that called her attention and to avoid those that regard disliked products), and hide other pieces of information, such as her willingness to pay for a certain good. Therefore, troubles may arise when not enough useful information is exchanged. This line of reasoning echoes Stigler and Posner’s approach, but Varian adds on to that, specifying the role of secondary use of private information as an externality (later taken up by Hui and Png, 2006). Even if two parties reach an agreement for exchanging personal data with each other, one party may forward those data to others, for uses that were not initially agreed upon. Such secondary use of information may entail costs for the other party involved, costs that are not internalized by the party that shares the information.

Noam (1997) elaborates on the arguments of the Chicago School. According to the Coase theorem, in order to reach efficiency in a transaction with zero costs, but where externalities are present, the initial allocation of property rights is arbitrary and ineffectual, and does not influence the final equilibrium outcome. Applying this theorem to the case of privacy, Noam suggests that, regardless of the initial allocation of rights, the prevailing party between one agent, who has an interest in protecting her private information, and another party, who on the other hand is interested in acquiring that information, will be the one whose interests at stake are higher. That is the reason why the use of cryptography (or other technologies of data protection) cannot determine the final “outcome” of the transaction—that is, the party that will have control over personal data—but only the value exchanged between the two agents involved in the transaction process. Because consumers since the mid-Nineties have had at their disposal technologies of privacy protection, their counterparts, who may want to obtain their personal information, will have to offer a sufficient compensation in exchange of their data. Noam therefore concludes that cryptography, and by extension technologies that enhance consumer privacy, may be mainly considered as means to transfer wealth to consumers.

A similar combination of technological and economic analysis can be found in Laudon (1997), who proposes the creation of “a national information market” where individuals own their personal data and can transfer the rights on those data to others in exchange for money. As already pointed out by the economists of the Chicago School, Laudon believes that the mere legal protection of privacy is outdated. Following Varian, Laudon believes that a system based on property rights over personal information may satisfy the interests of both consumers and companies; he therefore suggests a “hybrid” solution that uses the market, technology and regulation.

The economics literature on privacy of more recent years is based on formal mathematical—often microeconomic—models that solve for equilibrium in the market for privacy. At the center of inquiry is, often, an individual’s preferences and willingness to pay for goods, which are considered private information. However, even though privacy intended as data confidentiality remains the core of the investigation, modern studies also expand the analysis to include the costs of
intrusions into an individual’s personal sphere (such as unsolicited mail or spamming; see for instance Hann et al., 2008) and personal preferences over privacy (see for instance Tang et al., 2008).

Taylor (2004a) focuses on the market for consumers’ personal information, noting that the value of that information to a company depends on the ability of the company itself to infer consumers’ preferences, and thus price discriminate, that is, offer “personalized” prices that the consumer would not reject. With technologies that allow for accurate statistical inferences of such customers’ preferences, social welfare critically depends on the possibility for consumers to anticipate the use of their personal information by companies. If consumers are naïve and are not aware of the power of companies to infer from their choices their willingness to pay for a given good, then the surplus generated in a transaction will only end up in the company’s pockets, unless privacy protection is guaranteed by law and the exchange of consumers’ personal information between companies is prohibited. If, on the other hand, consumers are aware of the ways in which companies will use their data, legal protection becomes unnecessary, since it will be in the company’s best interest to protect customers’ data (even if there is no specific regulation that forces it to do so). This is an example of how consumers, with their choices, may make the company’s privacy-intrusive strategies counterproductive.

Similarly, Acquisti and Varian (2005) look at the interaction between consumers and companies in a market where the latter have access to technologies that identify the former, and where the former can use technologies that prevent companies from identifying them. Their model shows that technologies of consumer tracking (such as a website’s cookies) increase a company’s profits only if those same technologies provide customers with additional, personalized services.

Calzolari and Pavan (2006) explicitly consider the exchange of information regarding customers between two companies that are interested in discovering the customers’ willingness to pay. The authors study the effects of privacy regulation on society’s economic welfare, finding that transmission of personal data from one company to another in some cases reduces the market information distortions and increases social welfare. Information disclosure is therefore not always harming to the individual; sometimes it contributes to improving the welfare of all parties involved. Moreover, companies may find it optimal to autonomously protect customers’ data, even without a normative intervention by the legislator.

One may conclude from these more recent findings that the 1980s privacy claims of the Chicago School are confirmed: the market will induce an efficient dissemination of private information, with no need for regulatory intrusions. But it would be a hasty deduction. First of all, some studies (e.g. Taylor, 2004b) show that market forces are often unable to produce efficient economic outcomes. In particular, even if consumers were perfectly rational, companies may have an incentive to collect a larger amount of data than would be socially optimal from a welfare perspective, resulting in too little trade in equilibrium (in which case it may be efficient for information to remain completely private, and for companies not to search for information at all). Moreover, it has been shown that in a competitive
market with different types of consumers—and specifically, those who draw no benefit from unsolicited marketing, and those who are interested in receiving information about new products—attempts to use technologies that prevent unsolicited marketing on one side, and sellers’ efforts to use direct marketing on the other, are strategic complements: the higher the attempts of consumers to protect themselves from unsolicited marketing, the higher the use of direct marketing by sellers (Hann et al., 2008).

Furthermore, Hermalin and Katz (2006) develop a model (initially based on a monopoly or monopsony scenario, but later expanded to the case of a competitive market) in which two rational agents, respectively maximizing their own expected utilities, engage in a transaction, and each party is interested in collecting information about the other. Challenging Posner and Stigler, they find that, since the flow of information between transacting agents does not always lead to symmetrically or fully informed parties, privacy protection can lead to efficient allocation equilibria, even if privacy per se does not directly enter the individuals’ utility function. Moreover, the authors find that simply allocating property rights over one’s private information may not be an effective privacy policy—prohibiting information transmission may be necessary.

In addition—as the above-mentioned Taylor (2004a) shows—if information regarding consumers (in the form of customers’ lists or profiles) can be resold to third parties, social efficiency may be reduced. On the one hand, social benefits will be lower because dynamic pricing (sellers varying their selling prices over time, depending on the information they are able to acquire) causes loss in trades and larger deadweight losses. Lower valuation consumers will decide not to buy. Higher valuation consumers, if they are strategic, anticipate the resale of their personal information, and will decide not to buy, if the price set by the seller is high. In this case, besides the inefficiency caused by lower social benefits, there will also be damage in the market for customer information, because the resulting customer list will be worthless. On the other hand, social costs will be higher, because sellers will have incentives to exert effort in order to gather private information about their customers.

Besides price discrimination and reduction in social welfare caused by resale to third parties, individuals have to include another cost into consideration when analyzing the trade-offs involved in information disclosure. As suggested by Hui and Png (2006), a third way in which private information may be used is for unsolicited marketing—in person, via mail or email, telephone or fax—which constitutes a direct externality to the advantage of companies and to the inconvenience of individuals. A recent study by Ferris Research estimated that in 2009 the cost of spam—use of electronic messaging systems to send unsolicited advertisement to a whole mailing list indiscriminately—was about $130 billion, $42 billion in the U.S. alone. This estimate includes costs in terms of user productivity. Productivity is lowered and costs are increased by the need to divert time and effort to deleting spam, looking for false positives, using a help desk, or finding the software and hardware necessary to control spam. To these monetary costs one has to add the
psychological distress that stems from being spammed. In a related paper, Anderson and de Palma (2009) look at spamming as a problem of competition among senders (of messages) for the receiver’s attention, which is a limited resource. Their model considers the costs that both parties have to incur in order to arrive to a transaction. These costs endogenously determine the number of messages sent by the sender and the number of messages read by the receiver. The authors find that if the cost of sending messages is too low, there will be a congestion problem, meaning that the receiver will only read some of the messages that she will get. In this case, a welfare-enhancing solution may be to add a small tax on the transmission of the message. Such a tax will increase total surplus, because senders who send messages of low quality will be crowded out (it would be too costly for them to send a message), therefore fewer messages will be sent and more will be actually read (a similar analysis can be found in Van Alstyne, 2007).

Targeted advertising is a form of unsolicited marketing. While spamming involves indiscriminate sending of advertisement, targeted advertising, as the name suggests, consists of contacting a selected group of recipients who, according to the information available to the sender, may be particularly interested in the advertised product or service. As Stone (2010) puts it, targeted ads “can be funny, weird or just plain creepy,” especially if the recipient has no idea of the reason why she was targeted for that specific ad, or if the targeting is based on particularly sensible information. Targeted advertising can be very effective: according to a recent study by the Network Advertising Initiative, behaviorally targeted advertising generated on average almost 2.7 times the revenue per ad as non-targeted advertising in 2009. Targeted ads, however, can also be counterproductive, if they trigger the recipient’s privacy concerns, or her worries regarding the level of control over her private information (Tucker, 2010).

Finally, some studies (e.g., Acquisti and Varian, 2005; Taylor, 2004a) suggest that if consumers are not fully rational, the market alone cannot guarantee privacy protection to individuals; companies will extract the entire surplus generated in a transaction in the absence of regulation. As we further discuss in section 6, to the companies’ incentives to gather personal information one has to add the difficulties of the individual in making “optimal” decisions regarding privacy.

5. THE EMPIRICS OF PRIVACY

In recent years, researchers’ attention has been increasingly devoted to evaluating empirically the consequences of personal data disclosure and protection and to testing the explanatory power of the theories presented earlier. Empirical studies of privacy trade-offs have contributed to the debate on how to best “protect” privacy without halting the beneficial effects—for data subjects and third parties alike—of information sharing.
On one side of the debate, Gellman (2002) reports an estimate of $18 billion lost by companies in Internet retail sales due to buyers’ privacy concerns, and appraises at even larger amounts the costs that consumers bear when their privacy is not protected (the costs include losses associated with identity theft, higher prices paid by high value consumers, spam, and investments aimed at protecting data or preventing abuse). On the opposite side of the debate, Rubin and Lenard (2001) suggest that the costs of privacy protection are much higher for both firms and consumers alike. For instance, targeted advertising gives consumers useful information, advertising revenues support new Internet services, and reducing online information use would ultimately be costly to consumers.

Clearly, the former side in the debate advocates regulatory solutions to privacy problems—also highlighting the complications that would arise from the interaction of different entities, each with a different privacy policy; see, for instance, Milberg et al. (2000)—while the latter privileges self-regulatory solutions. Recent recommendations to the U.S. Congress by the Federal Trade Commission (FTC, 2010), motivated by the delays with which companies have adopted appropriate privacy rules,6 acknowledged the limitations of a self-regulatory approach. For instance, in the case of targeted advertising (or behavioral targeting), the FTC has suggested the introduction of a “do not track” mechanism, similar to the “do not call” list that became law after years of aggressive telemarketing by companies.7 Such a do not track mechanism would be built into websites or web browsers, and would allow consumers to prohibit any data collection process about their online behavior with one click. On the one hand, currently available services that allow consumers to opt out of advertising networks (such as the Self-Regulatory Program for Online Behavioral Advertising),8 prevent users from getting targeted ads but they do not stop advertisers or sites from collecting data. On the other hand, however, opinions differ on whether it is always improper for websites to monitor browsing behavior and target offers to visitors based on their previous behavior. The debate, therefore, is still open.

The empirical literature has focused not only on the impact of spam or targeted advertising, but also on occurrences of personal data breaches that resulted in identity theft and that, consequently, also imposed costs on companies. A data breach is an unauthorized acquisition of data, malicious or unintentional. It can be costly to both consumers and firms—especially when it leads to identity theft: in 2010, identity thefts resulted in corporate and consumer losses of around $37 billion dollars (Javelin Research, 2011). Using publicly available data, compiled by Data LossDB,9 Romanosky et al. (2011) report that about 75 percent of recorded breaches between 2002 and 2007 were caused by hackers or external sources, and that almost 78 percent involved theft of social security numbers, a piece of personal information whose loss may lead to identity theft. The authors look at the effectiveness of data breach disclosure laws adopted by several states in America, and find that such laws have a small effect on the incidences of identity thefts and reduce the rate by just less than two percent on average. On the firms’ side, Acquisti et al. (2006) try to calculate the cost to a company that suffers from a data breach using an event
study analysis. Concentrating specifically on privacy incidents—cases of exposure of personal information—due to security, policy or business failures on the side of the firm involved in the data breach event, they find that the stock market reacts negatively to the announcement of the breach. The effect of the announcement of a privacy breach on a firm’s stock value is small (-0.6 percent one day after the announcement) but statistically significant. Campbell et al. (2003) find a significant and negative effect of the announcement of a data breach on stock price specifically for breaches caused by “unauthorized access of confidential information.” Considering a time window of one day before and one day after the announcement of the breach, they calculate a cumulative effect of -5.4 percent. Cavusoglu et al. (2004) find that the disclosure of a security breach results in the loss of $1.65 billion of a firm’s market valuation, corresponding to a cumulative effect of -2.1 percent over two days (the day of the announcement and the day after).

However, privacy breaches could occur even in absence of data breaches. Sometimes, voluntary self-disclosure presents unintended consequences that the individual may not have been aware of, or that she may have underestimated. This is becoming more frequent due to the popularity of Web 2.0 services, such as online social networks or blogs (section 6 analyzes the difficulties that individuals face when taking privacy-related decisions). In a recent article, Acquisti and Gross (2009) showed how apparently innocuous self-revelations made on the Internet—such as posting date and state of birth on one’s social network profile—may have serious consequences in terms of privacy intrusion. The authors predicted with a margin of statistical error narrow ranges of values likely to contain individuals’ social security numbers, using simply publicly available data.

6. Privacy Concerns and Decision Making

The potential risks associated with innocent online self-disclosures highlight the challenges of privacy decision making. Much recent research has dwelt upon how people value their privacy and how they make decisions about what to keep private and what to share.

Individuals’ privacy preferences are profoundly affected by local customs: in the inns of many villages in Northern China, for example, it is still ordinary, just like centuries ago, to find a **kang**, or a communal brick bed, heated from underneath, that travelers share, all fully clothed and ignoring each other. Laws also play a critical role in defining what can be acceptably shared or not. For instance, privacy regulations in Europe and in the United States are vastly different. The American legislator adopts a much more decentralized approach, with rules that differ across sectors (e.g., the Health Insurance Portability and Accountability Act of 1996, regulating the health insurance sector; the Children’s Online Privacy
Protection Act of 1998, regulating privacy of minors; and the Fair and Accurate Credit Transactions Act of 2003, regulating the usage of personal information in the credit sector), and with a strong tendency towards deregulation and laissez-faire. Regulations that are so different from one country to the other constitute a significant challenge for organizations that wish to operate internationally, as they will have to comply with the laws of each country in which they want to be active. One of them is Google. On November 3, 2010 Great Britain ruled that the company breached the UK law by amassing emails, Internet addresses, and passwords while collecting data for the Streetview maps service. Italy, France, Germany, Spain, and Canada started investigating the company for the same issue, while US regulators ended their probe in October 2010 after Google addressed their concerns.

What people consider private has also changed with time with the evolution of social customs and traditions, with culture and technology, and as progress modifies the boundaries between public and private. The article by Warren and Brandeis (1890) provides an example of how technological advancement modifies privacy standards. Recognizing the rotary press (a fast and efficient method of information dissemination) as a technological innovation which had the power to fundamentally modify the impact of information on society, Warren and Brandeis considered cases in which the inventions of their time could violate individuals’ privacy, broadcasting details of their private life. The political, social and economic changes of American society at the time, together with fast technological progress, brought about evident benefits for the community, but also new risks, less obvious yet not negligible. That was the justification Warren and Brandeis provided for the introduction of specific laws protecting the right to privacy.

Not surprisingly, privacy expectations today are vastly different from those of 120 years ago. Carrying photo cameras around and taking pictures of strangers is ordinary nowadays, so it would not be startling at all to see oneself on the photo album of a friend’s friend (not to mention how privacy expectations have changed for show business personalities, or VIPs in general). One can almost take for granted that people go around with photo shooting devices—from standard cameras to cellular phones, from watches to pens with embedded cameras—to the point that some companies have started to use this habit to their own advantage (for advertisement, for example). Walking around downtown Rome, Italy, it is not uncommon to read on billboards messages such as: “Come to our restaurant with a digital photo of this poster and you’ll get 10 percent discount on your meal.”

Privacy expectations have also changed as a consequence of the increasingly emphasized need for security (Trapp, 2009). The use of closed circuit video cameras in banks, museums, shops or other private properties is widespread—still, this does not seem to stop customers from going on about their business. Privacy intrusions in these cases are apparently well accepted, or at least justified by the greater good of higher perceived safety.

Furthermore, along with advancements that have made technologies more and more privacy intrusive, one can observe a recent trend involving a growing number of people willing to reveal personal information to strangers. Whether this is
due to a belief that going public makes people into celebrities, as being the object of gossip is a signal of people’s interest, or that people can become rich and famous just by agreeing to have their lives constantly spied upon by the voracious eyes of the media, the success of Web 2.0 technologies such as online social networks and blogs demonstrates that people do find benefits in others (even strangers) knowing things (even embarrassing things) about them (Solove, 2007).

In some cases, there are strictly economic—and quite evident—benefits from revealing personal information. Often, online shops sell the same products at lower prices than standard offline shops, or sell products that cannot be found offline, so consumers may be willing to disclose personal information to online merchants in order to buy products at a discount or to get products with particular characteristics. Offline shops also offer products at discounted prices if customers accept to enroll in loyalty programs, which obviously require them to provide information to the seller. Moreover, providing information about one’s preferences and tastes typically reduces the time and effort one has to invest in searching, allowing an easier, customized shopping experience. Whether this type of economic incentive is objectively large enough to fairly reward the consumer for the provision of sensible information is, however, harder to establish.

6.1. Privacy Concerns

Dinev and Hart (2003) have developed and empirically tested a model of privacy preferences, analyzing the trade-off between privacy costs and benefits of Internet transactions. The authors conclude that even though privacy concerns would tend to reduce willingness to complete transactions through the Internet, trust towards the seller and control over disclosed information contribute to generate a sense of security that may outweigh people’s worries, and convince them to trade. By far outweighing the relevance of privacy statements, trust also appears to be the main driver in lowering privacy concerns when dealing with financial institutions (Tsarenko and Tojib, 2009). Consumer trust, in turn, is negatively affected by tracking mechanisms, such as cookie use, but negative reactions seem to be significantly reduced if the company discloses such usage beforehand (Miyazaki, 2008).

Focusing on the domain of direct marketing, Phelps et al. (2000) studied the trade-offs consumers face when they provide personal information in order to obtain shopping benefits. First of all, the authors find that privacy concerns strongly depend on the type of information requested, with concerns being higher for financial or purchase-related information, and lower for demographic or lifestyle interests information. Furthermore, they find that consumers’ privacy concerns are highly correlated with their ability to control secondary use (and specifically, subsequent dissemination) of personal information.

Through an email survey, Sheehan and Hoy (2000) collected data regarding the dimensions and underlying factors of Internet users’ privacy concerns, and confirm the result obtained by Phelps et al. (2000) that ability to control information
collection and use by third parties constitutes the primary concern among online consumers. The authors also find that, besides the FTC’s core principles of fair information practices, two factors influence consumers’ privacy online: “the relationships between entities and online users and the exchange of information for appropriate compensation.”

Recognizing that the use of personal information by companies stimulates privacy concerns, and therefore affects purchasing intentions and behaviors, Taylor et al. (2009) show that higher perceived information control reduces the negative effect on customers’ response of privacy concerns (thus increasing the likelihood of purchasing, spreading positive word-of-mouth, or expressing favorable opinions). In contrast, it seems as though the offer of compensation has no effect on the relationship between privacy concern and customers’ response. However, compensation increases the salience of trust to privacy concerns, because it reinforces the seller’s perceived benevolence.

Xu’s (2007) has proposed a way to test whether self-regulatory or legislative solutions better satisfy individuals’ privacy concerns. Her results suggest that the appropriate privacy protection device changes across individuals. Those who evaluate themselves as more independent prefer to use technology as a tool to maintain control of personal information. Those who evaluate themselves to be less independent and believe others to be powerful, influential, and responsible for events in their lives, prefer instead industry self-regulation and government legislation.

The representation of oneself as a more or less independent character may not be the only mediating factor in individuals’ preferences of one type of privacy solution or the other. At least for technology-based self-regulation, computer self-efficacy (or an individual’s perceptions of his or her ability to use computers in the accomplishment of a task; see Compeau and Higgins, 1993), also plays a central role, since individuals who report low self-efficacy in a certain domain will be less likely to approach that domain (Bandura, 1982; for a presentation of the theory of technology acceptance and its evolutions, see Venkatesh et al., 2003). Indeed, technology (and in particular, so-called privacy enhancing technologies; see Goldberg et al., 1997 and Goldberg, 2002) can do much to protect certain types of individuals’ data while still allowing for others to be shared, with mutual benefit to data subjects and holders. However, such technologies have to be trustable and usable (Cranor and Garfinkel, 2005). Moreover, even if privacy enhancing technologies were widely accepted and properly used, they may not be effective if the individual has unstable preferences regarding privacy (see section 6.2 for an analysis of privacy decision making, and specifically, of the difficulty in defining the value of privacy).

6.2. Decision Making
Ward (2001) cautions that “measuring the value of consumer privacy may prove to be intractable,” and the literature seems to confirm that, while the inferred value of private information can sometimes be very low, it varies widely with context, time, and across people—who may be more or less aware of the value of what
they are giving up. For instance, Beresford et al. (2010) find that a discount of one Euro on the online purchase of a DVD can be enough to convince students to provide date of birth and monthly income to the seller. Greenberg (2000) shows how online shoppers are typically willing to have their purchasing behavior tracked in exchange of a customized shopping experience. Citing a *Wall Street Journal* interview from 2000 with Austin Hill, then president of Zero-Knowledge Systems, a consulting company for privacy and security solutions, Shostack (2003) argues that people would also be willing to spend money in order to protect their privacy if the products available on the market were well understood and perceived to be effective. Indeed, the heterogeneous results obtained empirically indicate that it’s problematical, if at all possible, to establish an objective value for privacy (see Acquisti and Grossklags, 2007 for an overview, and Acquisti, John, and Lowenstein, 2009 for empirical evidence of the impact of endowment effects on privacy valuations).

In other cases, the benefits from revealing personal information are not strictly economic in nature, but are still quite clear. When using a cell phone, we accept the fact that the service provider can monitor our conversations, but the convenience of being able to communicate from anywhere is worth the candle for many people. Similarly, the fact that Internet service providers can check which web pages we navigate through does not stop us from surfing the web.

There are also instances in which the benefits of giving up privacy are not so obvious. Why would people be willing to publish on the Internet embarrassing pictures of themselves? Or post compromising comments about their employer or romantic partners? It may be argued that humans are social beings by nature, so it’s only natural that some feel the need to share and let others in, including on private things. Still, surveys administered by different organizations confirm that most people have serious concerns about online privacy protection (see Kumaraguru and Cranor, 2005 for an extensive review of publicly available Westin privacy surveys).

People’s behavior may sometimes appear surprising. We may not feel comfortable talking about personal happenings to friends or relatives, but we may well end up revealing the story of our life to complete strangers (John et al., 2011). (Richard Rodriguez, a writer and public speaker, noted in his autobiography *Hunger of Memory* that “there are things so deeply personal that they can be revealed only to strangers,” Rodriguez, 1982, p. 200.) Indeed, privacy scholars have uncovered an apparent paradox: a dichotomy between professed privacy attitudes and actual behavior. Consumers often voice concerns that their rights and ability to control their personal information in the marketplace are being violated. However, despite those concerns, it seems as if they tend to freely provide personal data without too much alarm. For instance, Spiekerman et al., 2001 showed how even privacy-conscious subjects in an experiment were generally willing to provide personal data for small discounts (see also Norberg et al., 2007). Attempting to explain the paradox, some studies have brought to light the diffuse lack of interest (or difficulties) of people in using privacy protection technologies, such as data security or Privacy Enhancing Technologies (PETs), or their apparent lack of interest in companies’ privacy policies (see for example, Cranor and McDonald, 2008).
Other studies underline the importance of the drives to self-disclose, which is psychologically and physically therapeutic (Pennebaker, 1997), helps strengthen human relationships (Altman and Taylor, 1973; Laurenceau et al., 1998), and satisfies exhibitionistic motivations (Miller and Shepherd, 2004; Calvert, 2000). Others have started challenging the rational agent model of privacy decision making—the premise that individuals rationally and with forethought take into account the trade-offs that are related to privacy. In the last decade, scholars have introduced new complications to the picture, coming from the realization that individuals may not always be canonically “rational.” As noted by Acquisti and Grossklags (2004), decision-making processes regarding privacy are influenced and made difficult by a series of hurdles, such as incomplete information, bounded rationality (Simon, 1982), and several cognitive and behavioral biases that induce the individual to systematically deviate from a strategy that would be optimal (utility maximizing) for the theoretically rational economic agent.

As a matter of fact, the information available to individuals when making decisions regarding privacy is often incomplete, due to the externalities that Varian identified and issues of asymmetric information. (Information asymmetry in the privacy realm arises every time the data holder, who receives personal data about the data subject, knows more than the latter about the purposes and conditions of future use of those data.) Moreover, due to bounded rationality, the individual cannot obtain and retain all information necessary to make a perfectly rational decision. Even if she could access all that information, and even if she had unlimited capability of information storage and processing, her choices would nonetheless be influenced by several psychological biases and heuristics identified by psychologists and behavioral economists (see for instance Kahneman and Tversky, 2000; O’Donoghue and Rabin, 2000; Hoch and Loewenstein, 1991), such as ambiguity aversion, self-control problems, hyperbolic time discounting, illusion of control, optimism bias, default bias, and so on. All these factors influence the individual’s privacy decision-making processes in such a way that even if she was willing, in theory, to protect her privacy, in practice she may not do so.

For example, when there is an immediate and certain benefit (such as a discount on the price of an item bought online, in exchange for private information of the buyer), even a privacy-conscious individual may decide to provide her personal data because the risk of any major costs arising from the disclosures (perhaps unsolicited marketing or price discrimination; or perhaps worse, credit card fraud and identity theft), is only future and uncertain.

Ultimately, even if the individual had complete control over the use of personal information, she may end up taking decisions that are contrary to her own stated preferences, or even her long-term interests. In order to help people make choices they do not stand to regret, one branch of this new literature is considering the possibility of applying “soft-paternalistic” approaches (Loewenstein et al., forthcoming) to privacy decision making (Acquisti, 2009). The idea is to guide individuals toward privacy balances that those individuals have claimed to prefer, without limiting their freedom to reveal (or to protect) more personal data.
7. Summary

When we think about privacy issues we may not necessarily and immediately associate them with economics. Privacy may be thought of as the protection of a personal sphere on which we do not want the public to intrude—something that has very little to do with money or economic choices. However, this chapter hopefully made evident that a link exists between privacy and economics. Informational privacy is, ultimately, about negotiating and harmonizing the contrasting needs of information concealment and information sharing. As we argued in our overview of the theories of economics and privacy, economics can help us understand trade-offs of a diverse nature: cost-benefit analysis, allocation of scarce resources among competing goods and services, utility maximization subject to budget constraints, profit maximization and cost minimization… and last but not least, privacy protection and disclosure.

At the same time, however, we have shown that standard assumptions that economists make in order to resolve these trade-offs may need to be revisited when it comes to analyzing privacy decision making. First of all, individual preferences regarding privacy are seldom well-defined, and it is not clear whether, or under which conditions, one choice is strictly better than another. Is it desirable to provide personal information to an airline in order to join their frequent flyer program and enjoy the benefits of a “preferred member”? Is it safe to provide one’s credit card number to a website in order to enjoy online shopping and possibly obtain a discount? Is it appropriate to post highly personal stories or comments on a blog or an online social network that can be visited by the whole World Wide Web? Privacy preferences are not just heterogeneous across people, but often unstable for a given individual. They vary with time and context. This trait may induce apparently inconsistent behaviors or preference reversals that the standard assumption of economic rationality would have trouble explaining.

Moreover, even if privacy preferences were well-defined, privacy decision making is complex and intricate, because it involves forward-looking optimization and anticipation of future emotional states and self-control—capabilities in which human beings are notoriously limited. Regulatory or technological solutions may therefore assist individuals in making informed and, where possible, utility-maximizing decisions.

Notes

1. Related reviews of the economics literature on privacy can be found in Hui and Png (2006), as well as from one of the authors of this chapter (Acquisti 2005, 2007, and 2010 on which some of the present analysis is based).

2. Recent work on the economics of spam—unwanted advertising emails that reach the consumer’s inbox: see, e.g. Hann et al., 2006—suggests that, in recent years, economists have started investigating issues of privacy as violation of someone’s freedom or quiet.
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3. For instance, as part of the 1799 U.S. Census efforts, federal agents were sent to verify the number and dimension of the windows of private citizens’ homes. Public protests against the initiative focused on the issue of governmental intrusion into its citizens’ private lives—but in fact what people were really contesting were the tax impositions those intrusions were designed to calculate (Smith, 2000). Even Warren and Brandeis’ right to be left alone (highlighted in the previous section) is rooted in eminently economic issues: Warren and Brandeis’ article was written as a reaction to the spreading practice of publishing photos of the Boston intelligentsia’s social events in the evening papers. Newspapers published those photos because—in 1890 as much as today—they promised commercial success.


6. The report does not explicitly mention any company, but Facebook in particular has been vehemently criticized for the way it handles users’ information, and specifically for transmission of user IDs to third parties. An article published on the Wall Street Journal in October 2010 uncovered a data-gathering firm, RapLeaf Inc., which had linked Facebook user ID information, obtained from Facebook applications, to its own database of Internet users, to be then re-sold.

7. The White House Privacy White Paper, released in February 2012 (White House, 2012), and concurrent announcements by Internet giants such as Google Inc. (Angwin, 2012), supporting a do not track mechanism, seem to make such a system a realistic expectation in the near future.


10. The results of a Consumer Reports Poll published by the Consumer Reports National Research Center in September 2008 say that most Americans are very concerned about what is being done with their personal information online and want more control over how their information is collected and used. See http://www.consumersunion.org/pub/core_telecom_and_utilities/006189.html, last accessed on April 10, 2011.

11. Whether it is a consequence of the difficulty in correctly estimating return on investment in security (see for example “Why Invest in Security?,” a study by Protegrity, a company in the market of Enterprise Data Security Management, available at http://www.protegrity.com/DataSecurityBusinessCase, last accessed on April 10, 2011), or it is a consequence of the managers’ difficulties in correctly estimating risks (Romanosky, 2006), companies too may under- or over-invest in security.
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